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Abstract
In this paper, an advanced method is presented that’s able to classify speech signals with the high accuracy at the minimum time. First, the recorded signal is preprocessed that this section includes denoising with Mels Frequency Cepstral Analysis and feature extraction using discrete wavelet transform coefficients; Then these features are fed to Multilayer Perceptron network for classification. Finally, after training of neural network effective features are selected with UTA algorithm.
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INTRODUCTION

Speech is one of the most important tools for communication between human and his environment.Therefore manufacturing of Automatic System Recognition is desire for him all the time. In a speech recognition system, many parameters affect the accuracy of the Recognition System. These parameters are: dependence or independence from speaker, discrete or continues word recognition, size of vocabulary book, language constrains, colloquial speeches and recognition environment conditions.Problems such as noisy environment, incompatibility between train and test conditions, dissimilar expressing of one word by two different speakers and different pronouncing of one word by one person in several times, is led to made system without complete recognition; So resolving each of these problems is a good step toward this aim. A speech recognition algorithm is consisted of several stages that the most significant of them are feature extraction and pattern recognition. In feature extraction category, best presented algorithms are zero crossing rate, permanent frequency, cepstrum coefficient and liner prediction coefficient. Generally, there are three usual methods in speech recognition: Dynamic Time Warping, Hidden Markov Model and Artificial Neural Networks.Since we are going to present an algorithm for speech recognition and the identity of the speaker is not important, our method should be word sensitive compare to the speaker sensitive ones.

ARCHITECTURE 

The overall architecture of our speech recognition system has been shown in the figure 1 below. Our speech recognition process contains four main stages:

i) Acoustic processing that main task of this unit is filtering of the white noise from speech signals and consists of three parts, Fast Fourier Transform, Mels Scale Bank pass Filtering and Cepstral Analysis. 

ii) 2- Feature extraction from wavelet transforms coefficients.

iii) 3- Classification and recognition using backpropagation learning algorithm.

iv) 4- Feature selection using UTA algorithm.
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    Fig. 1 System Architecture

PREPROCESSING

The digitized sound signal contains relevant, the data, and irrelevant information, such as white noise; therefore it requires a lot of storage space. Most frequency component of speech signal is below 5KHz and upper ranges almost include white noise that directly impact on system performance and training speed, because of its chromatic nature. So speech data must be preprocessed.

· Mel Frequency Cepstral Coefficients System

· Discrete Wavelet Transform
RESULT 

Our database contains 600 recorded Persian spoken digits by a mono-speaker and the sampling frequency was 22050. Each word has been repeated six times by ten different male speakers. Half of the data randomly selected for training purpose and half rest were used for testing. The database was developed under normal conditions using an ordinary quality microphone directly hooked to a pc.The FFT with 22050 point was used to find the power spectrum of each frame. The filter bank processing intervals, with calculated mels scale coefficients has been shown. After perform IFFT with 22050 point, DWT which based on wavelet Daubechies4 with the same point was implemented. Output was an Array with the length of 22050.This Array was divided to 30 sub array with nonlinear intervals which five of sub arrays were connived for the reason that will be described.

In this research, a new approach has been applied to build MLP neural network. LabVIEW, powerful graphical programming software developed by National Instruments,which has, so far been successfully used for data acquisition and control, has been used here for building neural network.

Neural networks are parallel processors. They have data flowing in parallel lines simultaneously. LabVIEW has the unique ability to develop data flow diagrams that are highly parallel in structure. So LabVIEW seems to be a very effective approach for building neural network.MLP neural network was successfully developed using LabVIEW and MATLAB and we compared two process time. Process time of our network in LabVIEW was significantly less than the process time in MATLAB, so Lab VIEW has been selected for our network implementation. The input feature vector had 30 DWT energy values per frame. The first layer followed by two hidden layers of 30 elements. The network had 10 outputs as classes, which each output uniquely representing one category.We used adoptive learning rate method to enhance the training speed and so the learning rate has been decreased during learning process. After learning process with implementation of UTA algorithm on outcome features, acquired features for intervals 750-900, 1500-1800, 3000-3300, 5100-5700, 11800-13300 were removed because of their poor consistency detected by used feature selection algorithm so the dimension of the input vector has been reduced to 25.System performance was evaluated in online speech recognition. In this mode system should decide on a processed speech signal vector. Result shows excellent system’s performance in real time mode as it can be seen in figure 2.
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Fig 2. System’s performance
CONCLUSION

Currently development of speech recognition is widely used in industrial software market. In this paper, we presented a new method that developed an automatic Persian speech recognition system performance. Using UTA algorithm redounded to increase system learning time from 18000 to 6500 epoch and system accuracy average value to 98%. Considerable specifications of this system are excellent performance with minimum training samples, fast learning and wide range of recognition and online classification of the receiving signals.Our goal is to ultimately design a network which would be able to do continues speech recognition on a larger vocabulary.
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