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Abstract​​​​— Task scheduling helps in mapping the task to a selected resource in distributed Grid environment. The Hierarchical Grid market model is used to match the Grid task with the available resources. Hierarchical organization is suitable for computational grid because the Grid Service Providers and Grid Resource Consumers can trade with each other autonomously. In this paper task Scheduling scheme helps in matching of task by using Static Strategy and Dynamic adjustment (SSDA) and Backfilling algorithm to reduce the failure rate. The performance of this scheme is evaluated through simulations. The result shows that our approach performs a task allocation by improving the inquiry efficiency for resource consumers, getting better load balancing of the whole hierarchical Grid market, and achieving higher success rate of the Grid service request.
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I. INTRODUCTION

Grid computing is developing a new technology for solving large-scale computational and data intensive problems in science, engineering, and commerce [7]. The computational grid is that distributes a computational task into multiple parallel jobs running simultaneously on different computers [20]. Task scheduling is suitable for Grid resource allocation. The main challenge of this paper is how to match the Grid tasks with available resources in dynamic, heterogeneous, and autonomous nature of the Grid in hierarchical Grid market. This paper mainly focuses on reducing the failure rate and performs the effective match with the available resources. 
Static strategy using time series prediction will estimate the supply and demand to form secondary inquiry table. Dynamic adjustment using Reinforcement learning is to observe the environment's current state, selecting an allowable action, and then receiving an instantaneous “reward”, followed by an observed transition to a new state [19]. The backfilling algorithm is used in Grid task scheduling to reduce the failure rate.


II. PROBLEM STATEMENT

In this paper the Grid service provider (GSP), Grid information center (GIC) and the Grid resource consumer (GRC) plays a vital role in the grid market. The Local GIC consists of GSP and GRC. Grid resource consumer will submit the demand to the Local GIC and Grid service provider will supply the resources. So GRC will choose the resource from the same local market or from other local market with the deadline, budget and other Qos as the constraints. The resource combination and the excess supply capabilities have been estimated in the Static strategy using time series prediction. The geographically distributed and dynamic nature of the Grid, different local markets may have different resource supplies and demands, which leads to an imbalance of supply and demand among them, especially during a peak demand period. By analyzing supplies and demands of local Grid markets within it, an upper GIC can give macro adjustments in its market [11]. In Dynamic adjustment, the resources will be allocated dynamically. If the resource is not available it will look the secondary inquiry table (i.e) historical trade data and if resource available it will match the task else it produce the failure report. In backfilling algorithm, it reduces the delay and finishes the task earlier [2]. So it can reduce the failure rate by using repeated backfilling algorithm.
III. RELATED WORK

To design a hierarchical Grid market which looks like a hybrid architecture of a central model and a decentralized model [9]. A number of Grid models and mechanisms employ hierarchical organization [1], [6], [8], and few of them dealt with resource allocation based on hierarchical architecture. In hierarchical Grid market, the supply and demand of the available resources is based on the distributed computational economy based framework, called the Grid Architecture for Computational Economy (GRACE) [3].In [22] computational economies for controlling resource allocation in Computational Grid will measure the efficiency of resource allocation under two different market conditions are commodity markets and auctions. The trading and pricing scheme continues from the commodity market [17].While trading, it should provide better load balancing of the whole grid market [18] and should meet the Qos constraints [13].In hierarchical Grid market it performs the master slave paradigm[12] that is from homogeneous to heterogeneous process and produced with heterogeneous resources[14]. The performance of the grid market is achieved by the task scheduling heuristics [5], [15]. 

     The macro adjustment of the Grid information (GIC) center consists of the Grid Market Directory [21] and the Intelligent Information Analyzer [11].GIC links Grid resource users and service providers [10]. In the Grid market, GSPs contributing their resources to the Grid and GRCs are using the Grid to achieve the goals by trade with each other autonomously. Both of them have their own expectations and strategies in the Grid environment [3]. The simulation will be performed by using the Gridsim [4]

IV. HIERARCHICAL GRID MARKET

The hierarchical organization consists of central manager and multiple lower-level schedulers. This central manager is responsible for controlling the workflow execution and assigning the sub workflows to the low-level schedulers. The workflow manager schedules sub-workflows onto corresponding lower-level schedulers. Each lower-level scheduler is responsible for scheduling tasks in a sub-workflow onto resources owned by one organization. The hierarchical Grid market which has several different levels of Grid markets [16] shown in Fig 1.The hierarchical Grid market maintains the autonomy of the Grid end users, but incorporates macro adjustment of the GIC into hierarchical Grid task scheduling. The hierarchical Grid market consists of three main players they are explained as follows:
Grid Resource Consumer (GRC): The GRCs adopt the strategy of solving their problems within their QoS constraint, such as a required deadline and budget. They choose the service providers that best meet their QoS requirements in the Grid market.

Grid Service Provider (GSP): The GSPs can be single resource owners or they can be Grid service agents gathering resources from several resource owners. They adopt the strategy of obtaining the best possible return on their investment. 

Grid Information Center (GIC): This service can act as a service publication directory [20]. It provides information analysis and guidance to the Grid end users.

           In local Grid market, GSPs contributing their resources to the Grid and GRCs use the Grid to achieve goals trade with each other autonomously. Each local Grid market has a local GIC that allows resource owners to publish their services in order to attract resource consumers to inquire for their tasks. The local GIC also stores and makes some analysis of the supply and demand of its local Grid market. The upper GIC stores the locations of the lower-level GICs included and the aggregate supplies and demands of the lower-level Grid markets.
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In the hierarchical Grid market, a local GIC searches local GSPs within its local market for GRCs. Only when there is not any local GSP which can meet the resource request of the local GRC will it try to inquire another nearby local market.
V. TASK SCHEDULING ALGORITHMS

The task scheduling algorithms are Static strategy using time series prediction for calculating the supply and demand, Dynamic adjustment using reinforcement learning to allocate the task dynamically according to the reward or from the historical trade data from the Static strategy. To reduce the failure rate in Static strategy and dynamic adjustment, repeated backfilling algorithm is used.

a) Static strategy using time series prediction

Step1:  Estimate the supply and demand for each local GIC.
Step2:  Update the estimated supply and demand in upper GIC.
Step3: Computes excess supply of each local market.
Step4:  Calculate the excess supply capability of each local market for each resource combination.
Step5:  Update the data in the secondary inquiry table.

In static strategy, the first step is to estimate the supply and demand for each local market .In the second step update the supply and demand in the upper GIC. In the third step computes excess supply of each local market. In the fourth step calculate the excess supply capability of each local market for each resources combination. In the fifth step update the secondary inquiry table. The Grid service provider will publish their available resources and Grid resources consumer will submit their demand so trade will be performed autonomously.

b) Dynamic adjustment using reinforcement learning.
 In Dynamic adjustment it dealt with the reinforcement learning scheme [19]. In the Reinforcement learning, it will observe the current state of the environment, select the particular action and receives the reward for that action. So it observes from the secondary inquiry table. The local GIC keeps SIT table as initialization value and indicates the efficiency of that local market in the past. The algorithm explained as follows:

Step1: Initialize the number of local markets which   have been inquired as zero.
Step2: Calculate the match between the service provider and the resource combination.
Step3: If any appropriate GSP in local market matches with the resource combination return GSP with maximum utility function of the task.
Step4: If appropriate GSP does not match with resource combination look up the SIT.
Step5:  Select the market from SIT
Step6: Calculate the match between the service provider and the resource combination.
Step7: If it is appropriate match update in SIT
Step8: If it is not appropriate produce the failure report.

In the first step the number of local markets inquired should be initialized to zero. In the second step each task should be match between the service provider and the resource combination. In the third step, if any appropriate Grid resources provider in the local market matches with the resources combination. In the fourth step, if appropriate GSP does not match with resource combination. So, it lookup the secondary inquiry table. In the fifth step select the market from SIT. In the sixth step, it calculates the match between the service provider and the resource combination. If it has appropriate match it perform the maximum utility else it produce the failure report.
c) Repeated Backfilling algorithm 
Repeated Backfilling Algorithm is used to backfill the task only if they do not delay any previously queued task. The algorithm is stated as follows.

Step 1: Check the execution time and the number of processors needed for executing the task.
Step 2: Then find enough processors are available to run this task and execute it.
Step 3: If the task does not have enough processors to run, a reservation for it is made at that point after the completion of the running tasks.
Step 4:  Check the execution time and the number of processors needed for executing the next task.
Step 5: If the task has enough processors, then the task can be backfilled and executed only if they do not delay any previously queued task, otherwise it will be queued behind the previous task.
Step 6: If any of the task in the processor completes earlier, repeated backfilling will be carried out.
The repeated backfilling algorithm is responsible for executing the task without any delay.  In the first step the execution time for the task is calculated. Similarly calculate the number of processors needed for executing the task. In the second step, find that there are enough processors to run the task. In the third step the task in the queue does not have enough processors to run, so a reservation for it is made after the termination of the running tasks. In the fourth step, check for the number of processors and the execution time needed for the next job in the queue. In the fifth step, if the job has enough processors then the job can be backfilled and executed only if they do not delay any previously queued task [2]. Otherwise the task will be queued behind the previous task. In the sixth step any of the task in the processor completes earlier, repeated backfilling will be carried out. Thus the repeated backfilling algorithm has an advantage that it allows scheduling decisions to be made according to the task submission and has the capability of predicting when each task will run and guarantees the user execution. 
VI. SIMULATION RESULTS

a) Experiment evaluations:

 The inquiry efficiency, load balancing and the success rate of the Grid Service Request are measured as follows:

The inquiry efficiency is measured by the average number of local markets in which Grid tasks that need a secondary inquiry inquire. A smaller number of local markets in which a task needs to inquire mean more effective inquiry efficiency.

The load balancing of the whole Grid market is measured by the balance degree during the peak service period.

The success rate of the Grid service request is defined as the percentage of Grid task requirements satisfied. Higher success rate of the Grid service request is important to ensure the application feasibility of the Grid.

b) Experiment results and analysis

             The simulation results by varying the market variation rate (MVR) of supply and demand, and the market distribution rate (MDR) of excess supply capability. The GSP publish their resources and GRC will inquire according to the deadline and budget. The experiment can be done with SSDA and Repeated Backfilling algorithm (RB) can be analyzed by varying MVR and MDR. 
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 fig 2.The average number of local markets in which Grid tasks that need a secondary inquiry inquire, with varying MVR under MDR.
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Fig. 3. The load balancing of the whole Grid market with varying MVR 
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 Fig. 4. The average number of local markets in which Grid tasks that need a secondary inquiry inquire, with different MDR 
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Fig. 5. The load balancing of the whole Grid market with different MDR

VII. CONCLUSION
               The Grid task scheduling algorithm provides an approach based on the overall benefit of the whole Grid market. In the hierarchical Grid, it effectively matches the available resources to the users. This leads to better task allocation between the provider and the consumer. The simulation results for the proposed methods to increase the total profit of the Grid service provider, and reduce the failure rate of Grid service requests and the inquiry time for resource consumers, and getting better load balancing for the whole Grid market.
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Fig: 1 Hierarchical Grid Market
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