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Abstract-Automatic diagnosis of disease is an important, real-world medical problem. It is difficult to attain the ultimate diagnosis even for medical experts due to complexity and nonlinearity of relationship between the large measured factors. Several techniques can be used to accomplish this task. In this paper, the technique proposed based on Fuzzy-Neuro framework. Neural Network can be used to define fuzzy rules for the fuzzy inference system. A neural network is good at discovering relationships and patterns in the data, so neural network can be used to preprocess data in the fuzzy system. The performance of the proposed approach is demonstrated through development of ANFIS (Adaptive Neuro Fuzzy Inference System) for breast cancer data available in the UCI machine learning repository. For the simulation study, it is found that the ANFIS produces the minimum number of rules and high accuracy compared with existing methods.
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I.INTRODUCTION
A
major class of problems in medical science involves the diagnosis of disease, based upon various tests performed upon the patient. When several tests are involved, the ultimate diagnosis may be difficult to obtain, even for a medical expert. This has given rise, over the past few decades, to computerized diagnostic tools [3], intended to aid the physician in making sense out of the confusion of data. Worldwide,  cancer is the most common cause of death (some common cancers are lung cancer, stomach cancer, liver cancer, breast cancer and colon cancer), and is the second leading cause of death in which can be treated by surgery, chemotherapy, radiation, or a combination of these methods. In 2005, cancer caused 502,000 deaths (7% of cancer deaths; almost 10% of all deaths) worldwide. Early detection and the precise staging of therapies have contributed to higher success rates in the battle against cancer. Hence, early diagnosis of this disease is an important the feed-forward neural network has been trained and promising medical activity to improve the chances of survival of the 
patients [2,3,4]. Popular tools such as neural networks [5], fuzzy neuro system [6] and evidence combination [7] have been developed to solve a variety of medical diagnosis problems. 

The Previous research works with WBCD database to achieve an automatic ultimate 
diagnostic system. Genetic Algorithm[8], Fuzzy Inference System (FIS)[9,10], Neural 
Networks[11], AdaBoost[12] and Neuro-Fuzzy Hybrid Models[13,14] have been applied to this problem. The performances of each inference system were evaluated with calculating the degree of correctness in predicted results against diagnosed results in each work. Each system shows the results within the range from less than 
60% (AdaBoost) up to over 95% (Neuro-Fuzzy Hybrid Models)[9]. Among those algorithms, Neuro-Fuzzy Hybrid models provide relatively remarkable performances in diagnosis. Those models are the combination of Neural Networks and Fuzzy Inference Systems encouraging the advantages and resolving the drawbacks of both NNs and FIS models. 
Fuzzy-Neuro framework system focuses on system that uses fuzzy-neuro technique to support human decision making, learning and action. Fuzzy Neuro (FN) computing is a popular framework and for solving complex problems and is an integrated system combining the concepts of FIS (Fuzzy Inference System) and ANNs. Among the other algorithms, Fuzzy- Neuro Hybrid models provide relatively remarkable performances in diagnosis. Those models are the combination of Neural Networks and Fuzzy Inference Systems encouraging the advantages and resolving the drawbacks of both NNs and FIS models. 

Our model is based on the Adaptive Network Fuzzy Inference System (ANFIS) which has been shown to provide a more accurate result compared to other methods [13]. ANFIS has been successfully used in modelling, control and in different areas of biomedicine, including cancer and diabetes [5]. ANFIS is a fuzzy inference system implemented in the framework of adaptive networks, and hence has the advantages of both FIS and NNs [9].  ANFIS algorithms are used for establishing the main part of the diagnosis system. The work in this paper is aimed to find a better accuracy and usage than that of the previous works in diagnosis of cancer disease.

II.REVIEW OF FUZZY- NEURAL NETWORK

A neuro-fuzzy model comes from combining fuzzy logic with neural networks to give a system of postulates, data and inferences to describe an object or process. Some of the ways of combining fuzzy logic and neural networks to create a neuro-fuzzy model are: (a) to use a supervised learning technique to build a rule based fuzzy model; (b) to use a non supervised learning technique to build a rule based fuzzy model; (c) to use a non supervised learning technique to make a partition of the input space. One of the most popular and well documented neuro-fuzzy systems is ANFIS, which has a good software support [11]. Jang [4], [5] present the ANFIS architecture and application examples in modeling a nonlinear function, a dynamic system identification and a chaotic time series prediction. Given its potential in building fuzzy models with good prediction capabilities, the ANFIS architecture was chosen for modeling in this work. 

 (Fig. 1) shows the block diagram of ANFIS structure. As shown in the diagram, ANFIS uses 
a hybrid learning rules to optimize the fuzzy system parameters. In the forward pass, functional signals go forward till layer 4 and the consequent parameters are identified by the least
functional signals go forward till layer 4 and the consequent parameters are identified by the least squares estimate (LSE)
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Fig. 1. ANFIS structure diagram

For simplicity, the fuzzy inference system having only 2 inputs and 1 output was depicted in (Fig. 1). In our experiment, an ANFIS structure containing 4 to 9 inputs and 1 output was used. The ANFIS system has the inference function of fuzzy system and the learning function of neural networks. The fuzzy IF-THEN rules are perception-based rules, which mean that they are formulated using words that express perceptions. These rules are generated from the numerical data, employing fuzzy granulation [11] of the data. In applying ANFIS and other artificial intelligent algorithm, the required system size is in proportion to the size of the inference system such as the number of inputs, the number of internal nodes and the number of learning iteration. Among those critical factors of the inference system, the number of internal nodes and learning iteration are changeable only in the process of designing the system. Therefore, methods for reducing the number of input factors within range of not losing the accuracy of diagnosis were considered. In addition, those methods possibly increase the performance of the inference system since they are able to eliminate less-relevant features from whole input set.

III.FUZZY-NEURO FRAMEWORK IMPLEMENTATION

The following steps has been carried out as mentioned in the paper[1]:

Step 1: Segregation of Data Set

This step segregates the data set D into D+ and D-. This is to functionally model and facilitate the implementation of the segregation of positive and negative samples.

Step 2: Feature Ranking

This step ranks the features  and put them into Frank in descending order. This can be done using the feature selection criteria such as Chi-Square, entropy, etc. In this work, Augmented Variance Ratio (AVR) is used
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Where, M is the number of classes, Sm is within-class variance for the mth class,  Sb is between-class variance and µm is the mean for the mth class.

 Step 3: Feature Selection and Rule Creation

This step selects a feature f, with the highest AVR inside Frank and then removes it from Frank.. From the selected feature, ANFIS learns to classify the data. If there is no existing rules, create a rule from the current feature, and go to Step 5. Otherwise, proceed to the next step. Note that only specific fuzzy sets Aik are created in new rule construction with their kernels initially centering on the input feature. The new rule’s general fuzzy sets can then be derived from the union of these specific fuzzy sets, that is, 
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 are created in new rule construction with their kernels initially centering on the input feature.

Step 4. Rule Selection

This step selects a rule that is nearest to this sample. If there is a perfect match between the selected rule and the sample (that is, no learning is required), go to Step 8 immediately.

Otherwise, proceed to check if there is any sample belonging to other class in-between the kernel of this nearest rule and the current sample. If there is, create a new rule based on this sample. Otherwise, expand the kernel of the fuzzy set to incorporate this sample.

 Step 5: Rule Combination

This step combines the rules by chunking the fuzzy sets to remove redundant rule [7]. The chunking operation can reduce the number of rules and hence improves the system

interpretability. 

Step 6: Tuning of Fuzzy Set

This step is to ensure the distinguishability among the rules by resetting the kernel and the support of the fuzzy sets. The strategy is that, given a fuzzy set, the system will check

for the nearest two fuzzy sets (from the same class) and then tune the support according to the kernel of the two nearest fuzzy sets.

Step 7: Rule Assessment

This step is used to assess the validity of the rules. It requires the definition of rule fitness. Rule fitness is set to the number of samples that the rule has correctly classified during the training process. If the rule fitness is lower than a predefined threshold, the rule is removed.

Step 8: Terminating Condition for the Learning Process

This step is used to test the terminating condition of the learning process. If the  number of features, that is 
[image: image5.wmf]F

, is greater than the maximum number of features fuser (a user defined parameter), then terminate the learning process. Otherwise, go to Step 3.

IV.SIMULATION RESULT

The performance of the proposed method is tested using the gene expression cancer dataset. There are many different features with one class. In our experiment, we focused on the cost down in computation time and data storage with accuracy. Therefore, the experiment evaluating the computation time with the number of inputs from 2 to 9 and the number of nodes (required memory) using ANFIS are conducted in advance. Fig 2. shows that the result of required output and the ANFIS output on the testing set for the diagnosis of cancer disease for gene expression dataset. .
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Fig.2 Required and Actual output using ANFIS
V.CONCLUSION

We propose the ANFIS for cancer gene expression dataset with many features and one class, the system experiments focused on computational performance improving by input data selection. Artificial intelligence algorithms such as fuzzy logic, neural networks and several modified algorithms based on them are highly available for automatic diagnosis systems in real medical field. The problems of slow performance caused by huge computations and required storage device are possibly solved by input reduction methods. Our experiment indicates a way to have higher computational performance and enhanced accuracy with these powerful inference system algorithms and it provides reliable results. Thus those benefits which mentioned in this paper, the method using ANFIS with input reduction can be used for many other problems which have high complexity and strong non-linearity with huge data to be analyzed.
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